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This document describes the syntax of the Tecton language. It is 
neither complete, nor self-contained, nor consistent; its main 
purpose is to indicate the scope o£ the problems and to be a rem- 
inder of what syntactic elements should be considered. 

There are three types o£ sentences: propositions, imperative 
statements and questions. 

- Propositions describe relationship between different kinds 
of objects and properties of objects. In particular, they 
are used in defining objects. A proposition does not have 
any effect; it instead states a property o£ objects which 
has a truth value. 

- Imperative statements describe an action. The semantics of 
an imperative statement is that it causes an action to hap- 
pen. 

- Questions are a special kind of imperative statements which 
order (or request) an action. They have different syntax 
from imperative statements, but can be represented as 
imperative statements (for example, "what is 2 + 21" means 
the same as "give the value o£ 2 + 2") 

(in this draft only proposositions are discussed.) 
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There are six different types of propositions: categorical, 
modal, meta-deductive, verbal, lexical and compound. Compound 
propositions are formed by combining propositions using proposi- 
tional conjuncts. Categorical propositions describe relations 
between different objects. Moda1 propositions describe a logica1 
status of propositions. Meta-deductive propositions state rela- 
tionships between propositions and objects that can perform 
deduction. Verbal propositions describe relationship between 
inputs/outputs and senders and receivers. These propositions are 
different from others because they describe relations between 
objects and linguistic objects (but not with the meaning of 
linguistic objects). They are not different semantically from 
categorical propositions, but are different syntactically. Lexi- 
cal propositions assign meaning to sentences and other linguistic 
objects and are used £or definitions. Each of these proposition 
types are discussed in more detail below. 

. . 
2 .l .l CateaoricaJ. =OD- A categorica1 proposition has 
three parts: subject, copula, predicate. 

- The subject of a categorical proposition is an object type 
or class. 

- The predicate of a categorical proposition is a predicate 
type or class. 

- The copula of a categorical proposition tells about three 
types of attributes: tense, verbal type and mode, which 
affect the use of predicate. 

Categorical propositions are the only kind of propositions that 
have the property of referential transparency . 
2.1.1.1 In this document, a rather narrow and abstract 
view of tenses would be taken. Only three tenses are considered: 
past tense, present tense and future tense. More genera1 and a 
refined view would be to introduce time as an explicit parameter 
using which abstractions such as past, present and future tenses 
could be def ined. 

The subject of a proposition is evaluated in present tense even 
in the case of past or future tense propositions. So, 'A was B" 
does not mean that at some point of time in the past it was true 
that "A is B." Instead it means that at some point of time in the 
past, when A was A', it was true that "A1 is B." 

For example, 'every old man was a boy" does not imply that at any 
time in the past the proposition 'every old man is a boy" was 
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t r u e .  I f  it is  d e s i r e d  t o  e v a l u a t e  t h e  s u b j e c t  i n  t h e  same t ime 
a s  t h e  p r e d i c a t e  i t  can be done wi th  t h e  h e l p  of " a t  t h e  same 
time' c o n s t r u c t .  For example, "every o l d  man was a t  t h e  same time 
a  boy" i s  f a l s e .  The word "always' i s  used t o  s t a t e  t h a t  t h e  pro- 
p o s i t i o n  is t e n s e  i n v a r i a n t ,  £or  example "A is  always B." 

2.1.1.1.1 m It  is  assumed £or  t h e  sake  of d i s c u s s i o n  
t h a t  p a s t ,  p r e s e n t  and f u t u r e  t e n s e s  a r e  r ep r e sen t ed  a s  "was, is, 
and w i l l . "  

Axiom: "A was B' means t h a t  "There e x i s t s  a  p a s t  i n  which A 
was A ' ,  such t h a t  A '  is n e c e s s a r i l y  B." 

Axiom: "A w i l l  B" means t h a t  " t h e r e  e x i s t s  f u t u r e  i n  which A 
w i l l  be A ' ,  such t h a t  A'  i s  n e c e s s a r i l y  B. " 

"Every boy w i l l  be a  o l d  man. " 

p r o p o s i t i o n s  about  t h e  f u t u r e  a r e  t r u e  when and on ly  when t h e y  
a r e  necessa ry .  P r o p o s i t i o n s  about  t h e  f u t u r e  a r e  f a l s e  when and 
on ly  when t hey  a r e  imposs ib le .  A l 1  o t h e r  p r o p o s i t i o n s  about  t h e  
f u t u r e  do n o t  have t r u t h  va lue s ,  bu t  may have many o t h e r  modali- 
t ies .  

2.1.1.2 Verba l  t v ~ a  There a r e  f ou r  v e r b a l  types :  d e s c r i p t i v e ,  
p o s s e s s i v e ,  a c t i v e  and pa s s ive .  The s t r u c t u r e  of t h e  d i f f e r e n t  
v e r b a l  t y p e s  i n  t h e  copula  can be r ep r e sen t ed  w i th  t h e  h e l p  of 
f o l l owing  p i c t u r e :  

t y p e  of o b j e c t  
I 
I 

is  ( d e s c r i p t i v e  ve rb)  
I 

act ivi ty-----  
I 

does----- object----- is done by----- o p e r a t i o n  
( a c t i v e  ve rb )  I ( p a s s i v e  ve rb)  

I 
I 

has  ( p o s s e s s i v e  ve rb)  
I 
I 

a t t r i b u t e  

A c t i v i t i e s ,  a t t r i b u t e s ,  o p e r a t i o n s ,  and o b j e c t  t y p e s  w i l l  be d i s -  
cussed  i n  l a t e r  p a r t s  of t h i s  manual. 
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2.1.1.3 Mode The mode of a copula is either "aff irmative" or 
"negative. " 

2.1.2 M o d u  p m c i t i o n c  . . Every proposition has attributes 
called modalities. A proposition which describes a modality of 
some other proposition is called a modal proposition. Examples o£ 
modalities are: true, false, contrary, necessary, contingent, 
possible, impossible, deterministic, absurd, and meaningful. A 
proposition may have more than one modality. For example, i£ "X' 
is true then "X" is possible. 

There are two types of modal propositions: rea1 and nominal. A 
rea1 proposition has the same form as a categorica1 proposition, 
except that it has a modal adverb associated with the copula. 
The meaning of a rea1 modal proposition is that al1 given 
instances o£ the subject are predicated with given predicate with 
given modality. 

The form of a nominal modal proposition is "It is M that P," 
where M is a modality and P is a proposition, or simply "M, P" 
where M is modal adverb. The meaning of a nominal modal proposi- 
tion is that the subject is predicated with given predicate with 
given modality. 

For instance, "people in this room normally donlt smoken is a 
rea1 normal proposition, while "normally, people in this room 
donlt smoke" is a nominal normal proposition. 

The following relations between particular modalities hold: 

- A proposition is true if and only if it is not false. 

- A proposition is false if and only i£ it is not true. 

- A proposition is contrary if it is false for al1 instances. 

- A proposition is necessary if it is derivable and its nega- 
tion is not derivable. 

- A proposition is contingent i£ and only if it is not neces- 
sary and its negation is not necessary. 

- A proposition is possible if and only if its negation is not 
necessary. 

- A proposition is impossible if and only if its negation is 
necessary. 

- A proposition is deterministic if and only if it is neces- 
sary or its negation is necessary. 
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Jack knows that everybody who works for GE has dental 
insurance. 

It is not necessary that Jack knows that Alex has dental 
insurance. 

One of the most important classes o£ meta-propositions is the 
class of consistent meta-propositions, with following rule o£ 
inference : 

i£ "a-imply' is a consistent meta-verb, then 
(X a-implies that A and X a-implies that A=>B) implies 
it is possible that X a-implies that B. 

Examples of consistent meta-verb are: derive, know. 

An example of an inconsistent meta-verb is: forget. 

2.1.4 Verbal gro~ositions . . As said earlier, verbal propositions 
are to state properties about input and output of objects. Ver- 
bal predicates express verbal actions - actions which dea1 with 
words and not their meanings. Examples are "sayw, 'write", 
ntransmitn. 

The form of a verbal proposition is 'miect m- 
cate: auot&-ctrina. " 

. . 
2.1.5 Lexica ~ o ~ o s i t i ~ 1 1 ~  A lexical proposition is used for 
definitions. There are two types of lexical propositions: lexi- 
cal descriptions and lexical type descriptions. A lexical propo- 
sition often introduces a new word into the vocabulary. 

A noun construct denotes either a type of objects or a set o£ 
objects. 

A noun construct is one of the following: 
1) proper name; 
2) name of type; 
3) two noun constructs connected with a conjunct; 
4) qualified noun construct; 
5) quantified noun construct; 
6) exclusive noun construct; 
7) individualized noun construct; 



Syntax 

8 )  pronoun. 

Proper names deno te  s e t s  of a c t u a l  o b j e c t s .  I t  seems convenient  
t o  s t a r t  them wi th  c a p i t a 1  l e t t e r s .  

. . 
3  .l .l Ul ihv ldud .  UU@S The only  p e c u l i a r  t h i n g  t o  know 
about  i nd iv idua1  proper  names a s  noun c o n s t r u c t s  is  t h e i r  some- 
what i r r e g u l a r  way of i n t e r a c t i n g  w i th  q u a l i f i e r s .  Q u a l i f i e d  
i n d i v i d u a 1  proper  name deno tes  an empty s e t  of o b j e c t s  (improp- 
e r l y  d e s c r i b e d )  i f  it is known t h a t  g iven q u a l i f i e r  is  no t  p r ed i -  
c a t e d  t o  an  o b j e c t  which is  denoted by t h i s  name. Otherwise a 
p r o p o s i t i o n  which p r e d i c a t e s  g iven q u a l i f i e r  t o  t h e  o b j e c t  is  
i m p l i c i t l y  i n s e r t e d  i n t o  t h e  t e x t .  For example, i f  w e  cons ide r  a 
p r o p o s i t i o n  "Stupid  Jack  made a s t u p i d  speech",  t hen  i t  is  
e q u i v a l e n t  t o  an empty p r o p o s i t i o n  i f  it is  necessa ry  t h a t  J ack  
i s  n o t  s t u p i d ;  o the rw i se  it is  e q u i v a l e n t  t o  a c o n j u n c t i v e  propo- 
s i t i o n  V a c k  is  s t u p i d  and Jack  made a s t u p i d  speech." 

Names of t ype  deno t e  p o s s i b l e  o b j e c t s  ( u n l e s s  a c t u a l i t y  i s  
i nc luded  i n  t h e  def i n i t i o n  of t h e  t ype )  . They normally do no t  
s t a r t  w i th  c a p i t a l  l e t t e r s .  The way c l a s s e s  a r e  de f i ned  w i l l  be 
i n t roduced  l a t e r  i n  "De f in i t i ons " .  Changing d e n o t a t i o n  from pos- 
s i b l e  t o  a c t u a l  o b j e c t s  i s  done by q u a n t i f i e r s  and by a c t u a l i z i n g  
q u a l i f i e r s .  

Q u a l i f i e r s  s p e c i f y  p r o p e r t i e s  which o b j e c t s  i n  t h e  c l a s s  s a t i s f y .  
D i f f e r e n t  k inds  of q u a l i f i e r s  can be a l 1  reduced t o  p r o p o s i t i o n a l  
q u a l i f i e r s .  

. . . . 3.3 .l Pro- ggiilif 1- P r o p o s i t i o n a l  q u a l i f i e r s  a r e  
added t o  noun c o n s t r u c t s  w i th  t h e  h e l p  of con junc t  "such t h a t "  
and a r e  p r o p o s i t i o n s  i n  which pronouns a r e  bound over  t h e  q u a l i -  
f i e d  noun c o n s t r u c t .  For example, "programs, such t h a t  any v e r i f -  
i e r  canno t  v e r i f y  them". 

3.3.2 floun modifiers . . Noun m o d i f i e r s  a r e  a b b r e v i a t i o n s  f o r  most 
common t y p e s  of p r o p o s i t i o n a l  q u a l i f i e r s .  They have two p a r t s :  
p r e p o s i t i o n ,  which de te rmines  a t ype  of mod i f i e r ;  and noun 
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construct which is a parameter to a propositional qualifier which 
defines a meaning for a given type o£ noun modifier. 

3.3.2 .l Loca;L modif iera . There are local noun modifiers 
corresponding to each type of local proposition. For every type 
o£ a local proposition, <proposition> <local preposition> <locial- 
ity description>, there is a type o£ a local noun modifier, <noun 
construct> <local preposition> <locality description>, where 
corresponding proposition which defines the meaning o£ a local 
modifier is "they are <local preposition> <locality descrip- 
tion>I1. For example, 'cars in the garage" is the same as "cars, 
such that they are in the garage". 

3.3.2.2 T e m g ~ p ~ o d i f i ~  . . There are temporal noun modifiers 
corresponding to each type o£ temporal propositions. For a type 
of a temporal proposition, <proposition> <temporal preposition> 
<temporal description>, there is a type of a temporal noun modif- 
ier, <noun construct> <temporal preposition> <temporal descrip- 
tion>, where corresponding proposition which defines the meaning 
o£ a temporal modifier is "they exist <temporal preposition> 
<temporal description>". For example, "computers in 1950" is the 
same as 'computers, such that they existed in 1950". 

3.3.2.3 -mo- 
. . Structural modifiers are intro- 

duced with the help o£ preposition "withn. The meaning o£ struc- 
tura1 modifiers is determined by a proposition "they have <noun 
construct>*. For example, "people with blue cars" means the same 
as "people, such that they have blue cars". 

3.3.2.4 m m o d l f i e r s  . . Attributive modifiers are intro- 
duced with the help o£ preposition "o£". I£ A is an attribute o£ 
B, then A of B is a noun if A is a noun. 

3.3.3 Miectivea Adjectives are abbriviations of propositional 
qualifiers which stand in front o£ qualified noun. For example: 
"blue cheese". 

3.3.4 C O ~  oualifierc . . Quali£ iers may be connected with 
propositional conjuncts. The meaning o£ compound qualifiers is 
the same as the meaning as the meaning o£ a propositional quali£- 
ier which has as its proposition a compound proposition, which is 
built out o£ corresponding propositional qualifiers and has the 
same propositional form. 
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Normally, quantifiers construct sets of objects out of types (or 
other sets). In some special cases which we are not going to dis- 
cuss in this section they construct types of sets. (it happens 
when quantifiers appear in future tense propositions which are 
not necessary.) Some quantifiers (like negative quantifiers) are 
really propositional constructs. Quantified noun constructs can- 
not be qualified or quantified. Quantified noun constructs have 
two parts: quantifier, which determines the type of quantifica- 
tion and unquantified noun construct. They specify existing 
objects of given type unless possibility is explicitly predicated 
to a noun construct in which case possible objects of a given 
type are meant. Time of construction is determined by a proposi- 
tion in which a quantified noun construct appear, unless absolute 
time is specified in a noun construct. 

3.4 .l m i v w  auantifiers . . Universal quantified noun con- 
structs are introduced by quantifiers "alln, "every", "any". 
There is a difference between "all" on one side and "every" and 
'any' onther. 'All" gives a set, while "every" and "any" give any 
element from the set. For example, "al1 members of CSB ate 25 
hamburgers" is quite different from "every member of CSB ate 25 
hamburgers". They specify a11 existing objects of given type 
unless possibility is explicitly predicated to a noun construct 
in which case al1 possible objects of a given type are meant. For 
example: 'al1 brown cats", 'al1 possible brown cats". 

3 .4.2 &gative m f r e r s  
. . Negative quantified noun constructs 

are introduced by a quantifier "non. Their meaning can be illus- 
trated by following examples: "He likes no computer scientist' 
means the same as 'he does not like any existing computer scien- 
tistw; 'no computer scientist likes him" means the same as "any 
existing computer scientist does not like him". 

3.4.3 Existential auantiflers . . Existential quantified noun con- 
structs are introduced by quantifiers "somen, "a", and "an". 
(Note that indefinite article is not equivalent to "any'). 

3.4 .3.l u t e n t i u  auantifiers . . Singular existential 
quantified noun constructs are introduced by quantifiers "a", 
"an", and 'onen. They specify one object of a given type. For 
example, "a man" , "one big computer ". 
3.4.3.2 Plural dste- W f i ~ r s  

. . Plural existential 
quantified noun constructs are introduced by quantifiers "some', 
and "some o£". They specify one noneempty subset of objects of a 



given type. For example, "some natura1 numbers". 

3.4.4 m r i c a  auantifiers . . Numerical quantifiers are a refin- 
ment of existential quantifiers, namely, £or any numerical quan- 
tifier A and any type T A(T) =>some (T) . Numerical quantif iers 
specify a non-empty subset of certain cardinality of objects of 
given type. 

3.4.4 .l W u e r i c k l  auantrfiers . . Exact numerical quantif- 
iers specify cardinality. They are introduced by a cardinal or by 
a construct "as many <type description> as <set description>. If 
in the second case a set is empty, then the construct is 
equivalent to negative quantified noun construct. For example, 
"3 men", "as many hamburgers as people in CSB". 

3.4 .4.2 --W aupntifiers . . Non-exact numerical 
quantifiers specify not cardinality of a set, but certain predi- 
cate on cardinality. 

3.4.4.2.1 Relational auantifiers . . Relational numeri- 
cal quantified noun constructs are introduced by syntactic con- 
structs "<comparator> <type description> then <set description>" 
or "<comparator> then <cardinal numeral> <type description>", 
where comparators are "more", "less", "more or equal" and so on. 
For example, "less then 5 men", Vess hamburgers-then people in 
CSB". 

3.4.4.2.2 m a u a n t l f i e r a  
. . Fuzzy quantified noun constructs 

are introduced by fuzzy quantifiers or by syntactic construct 
'approximately <exact quantified noun construct>. Fuzzy quantif- 
iers are "many", "most", "few" and so on. For example, "most 
cats", approximatly 5 people". 

' pfoapntified 
. . 

3.4.5.1 N e g a U m  noun m t r -  Negation o£ 
quantified noun constructs is introduced by syntactic construct 
'not (quantified noun construct>". For example, "not less then 5 
people". 

. . . . 3.4.5.2 w c t i v e  auantifierg Disjunctively quantified noun 
construct is introduced by disjunction of quantifiers. It is 
equivalent to disjunction o£ noun constructs. For example, "3 or 
5 hamburgers" means the same as "3 hamburgers or 5 hamburgers". 
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3.4.5.3 W c t i v e  auantifiers 
. . Conjunctively quantified noun 

construct is introduced by conjunction of quantifiers. It is 
equivalent to conjunction of noun constructs. For example, "3 
and 5 hamburgers" means the same as "3 hamburgers and 5 ham- 
burgers". 

4. predicative c o n s t r w  
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Hypothetical predicates combine different  predicates and proposi- 
t ions together and serve the same purpose as  contro1 s t ructures  
i n  programming languages. 

<conjunctive predicate>::=<unordeTed conjunctive predicate> 
<ordered conjunctive predicate> 

<unordered conjunctive predicate>::= <predicate> and <predicate> 

<ordered conjunctive predicate>::= <predicate> and then <predicate> 

I n  case of unordered conjunctive predicate both par ts  of it may 
be done i n  any order. I n  case of ordered conjunctive predicate 
the f i r s t  par t  should be done before second. 

<disjunctive predicate>::=<regular disjunctive predicate>l 
<exeptional disjunctive predicate> 

<regular disjunctive predicate>::= <predicate> or <predicate> 

<exeptional disjunctive predicate>::= 
e i ther  <predicate> or <predicate> 

I n  case of regular disjunctive predicate any of the par ts  or both 
of them mus t  be done. I n  case of exceptional disjunctive predi- 
ca te  only one part  should be done. 
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<conditional predicate>::=<necessary predicate>l 
<sufficient predicate>l 
tnecessary and sufficient predicate>l 

tnecessary predicate>::=<predicate> i£ <proposition> 

<suf£icient predicate>::=<predicate> only if <proposition> 

(necessary and sufficient predicate>::= 
<predicate> i£ and only if <proposition> 

The necessary predicate means that the statement should be done 
when the proposition is true. The sufficient predicate means 
that the statement may be done only when the proposition is true. 
The necessary and sufficient imperative means that the statement 
should be done when the proposition is true and may not be done 
when the proposition is not true. 

4 .O .l .4 Xmporal gre-tea when 
unti1 
while 
after 
before 
during 
sequentially 
simultaniously 


